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Abstract
Despite the abundance of unlabeled images in the
wild, scalable visual pre-training on raw image
data remains a challenge. Generic recipes like
pixel reconstruction struggle to efficiently capture
detailed semantics, while methods optimizing for
consistency between augmented image views rely
on inductive biases not present in uncurated data
like web crawls or video frames. How can we
learn more effectively from broad unlabeled im-
age datasets? We study annotation bootstrapping,
an approach that learns to associate images to se-
mantic annotations, and uses unlabeled data to
bootstrap the model’s understanding by making
predictions about the semantics of nearby crops
of an image. A key strength is that it decou-
ples specification (what semantic concepts are
interesting?) from prediction (how do these con-
cepts occur in natural image data?). We show
that annotation bootstrapping allows us to guide
pre-training with a curated unlabeled dataset or a
weakly-supervised dataset, while learning from
all uncurated image data via the bootstrapping
loss. Our experiments demonstrate improved pre-
training on unlabeled images in the wild, includ-
ing video data like EpicKitchens, scene data like
COCO, and web-crawl data like CC12M.

1. Introduction
The ability to pre-train on large uncurated text corpora has
propelled much recent progress in language modeling. Even
though unlabeled images are similarly plentiful and easy to
collect — from the Internet, embodied agents, videos, and
beyond — learning from this data has proven a challenge.

The difficulty is that unlabeled images pose a raw signal
with redundancy, low information density, and noise. With
no explicit supervision, methods often turn to carefully de-
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Figure 1. In annotation bootstrapping, we train a model to predict
semantic annotations associated with different sub-crops of an
image. Our key idea is that we can learn this from unlabeled
images, even though they provide no supervision of their own. We
instead learn by bootstrapping: using our model’s predictions on
one view to generate a learning signal for a different view.

signed objectives that teach models to obey useful inductive
biases using unlabeled data, such as invariance of represen-
tations between augmented views of an image. This line of
work has achieved much empirical success, but these meth-
ods rely on biases tailored to curated datasets like Imagenet
and downstream metrics like object classification. It is un-
clear how they may be generalized towards more uncurated
sources of images like web crawls or videos, or towards
other downstream tasks like visual question-answering or
embodied action prediction.

In this paper, we study a pre-training approach that uses
unlabeled image data to improve a model’s understanding
of visual semantic concepts. Consider Figure 1 as intuition:
once the model can recognize the dome in the orange frame
or the fountain in the green frame, we can ask the model to
predict these semantics from the red frame:

What object is above the red frame? A: A dome with a bell.
What’s in the bottom left of the red frame? A: A fountain or statue.

The central mechanism here is the bootstrap: that a model’s
semantic understanding of one image view can generate a
training signal for the same model to improve its understand-
ing of a different view. Iterating this process can lead to
self-improvement; as a model improves its semantic under-
standing on one subview of an image, it creates supervisory
signals to improve the model’s understanding of other parts
of the same image.
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We concretize this intuition as an objective that we call an-
notation bootstrapping. We use a weakly-labeled or curated
dataset to learn semantic associations between images and
annotations; we then learn from unlabeled data by training
the model to make predictions about the semantics of differ-
ent sub-crops of an image. In effect, pre-training occurs in
two threads: a loss on the curated or labeled data focused
on specification (what semantic concepts are interesting?),
and a bootstrapping loss on the uncurated unlabeled data
focused on prediction (how do these concepts co-occur in
natural image data?).

We may propagate the semantics of many common losses
using annotation bootstrapping. For instance, bootstrapping
atop the CLIP loss yields a self-supervised process that, in
effect, predicts the captions associated with one view of
an image from another. In experiments using CC12M, we
found that this bootstrapping yielded significantly better
representations over other methods combining weak super-
vision and self-supervised losses like SimCLR or DINO.

We may also bootstrap from a self-supervised base loss,
like those that optimize for crop-consistency. We show that
we can train with crop-consistency on a curated unlabeled
dataset (where the crop-consistency inductive bias fits), and
then bootstrap these image semantics to a different unlabeled
dataset where these inductive biases do not. In our exper-
iments, we show that annotation bootstrapping improves
training on COCO (Lin et al., 2014) and Epic-Kitchens
(Damen et al., 2020), whose images are not object-centric
and where standard self-supervised methods degrade.

Our primary contribution is annotation bootstrapping, a pre-
training objective that uses unlabeled images to bootstrap a
model’s understanding of relationships between images and
semantic annotations. Compared to reconstructive and in-
variance based approaches, this approach offers controllabil-
ity of learned features through curation or supervision, while
ensuring the model may still learn on all unlabeled images
available. Our experiments verify the effectiveness of an-
notation bootstrapping for “in-the-wild” unlabeled datasets
like web crawls and video frames where self-supervised
objectives typically falter. Annotation bootstrapping offers
one approach towards pre-training that can ingest more uni-
versal sources of data, and that may train models stronger
than the supervision that they are provided.

2. Related Work
Self-supervised learning. Self-supervised methods gen-
erally learn in one of two ways: by reconstruction or en-
forcing representational consistency. Reconstruction-based
approaches adopt the “token prediction” ethos from lan-
guage modeling, and directly predict raw pixels (He et al.,
2021) or other low-level features (Xie et al., 2021; Bao et al.,

2021) from masked or corrupted inputs, making them simple
and easily scalable to large models (El-Nouby et al., 2024;
Bai et al., 2024; ChameleonTeam, 2024). However, these
objectives yield poor representations for downstream tasks,
often require finetuning, and greatly benefit from some data
curation (El-Nouby et al., 2024).

Consistency-based approaches use carefully crafted objec-
tives to learn better semantic features, most common be-
ing to enforce invariance under random crops and aug-
mentations. Consistency can be optimized directly by con-
trastively attracting representations of paired views and re-
pelling negative pairs (van den Oord et al., 2018; He et al.,
2019; Chen et al., 2020b; Tian et al., 2020), e.g. SimCLR
(Chen et al., 2020a). Other approaches implicitly optimize
for consistency by iterative self-distillation, e.g. DINO
(Caron et al., 2021) or BYOL (Grill et al., 2020). These
classes come with different challenges: contrastive methods
are stable but require a large batch size to learn effectively
(He et al., 2019; Chen et al., 2021); self-distillation methods
are more unstable and require careful architectural or objec-
tive changes, such as logit sharpening (Caron et al., 2021),
k-means clustering (Caron et al., 2019), non-differentiable
transports (Caron et al., 2020), or asymmetric predictors
(Grill et al., 2020; Xie et al., 2021). Both classes of methods
are highly sensitive to the augmentation strategy (Chen et al.,
2020a; Chen & Li, 2020) and the choice of data distribution
(HaoChen & Ma, 2023; Venkataramanan et al., 2024; Jha
et al., 2024). Even at the largest scale, Oquab et al. (2023)
find that curation techniques to filter and rebalance collected
web data are integral to performance.

Vision-language pre-training. Methods have found suc-
cess in combining weakly-supervised learning, which learn
to associate images and textual captions scraped from the
internet (Radford et al., 2021; Jia et al., 2021; Zhai et al.,
2023), with the self-supervised objectives above. SLIP (Mu
et al., 2021) combines CLIP with a SimCLR objective us-
ing an auxiliary head, Li et al. (2021) jointly runs CLIP
and SimCLR both on the same representation, and SiLC
(Naeem et al., 2023) combines SigLIP with a DINO objec-
tive. Combining these losses improves the data efficiency
of contrastive vision-language training, and improves per-
formance for more fine-grained tasks like segmentation and
prediction (Naeem et al., 2023). However, Fini et al. (2023)
and Weers et al. (2023) suggest to the contrary that self-
supervised objectives offer only a regularizing effect, and
that this gain may be similarly achieved by increasing aug-
mentation in the CLIP objective or by increasing the scale
of captioned data (Cherti et al., 2023).

Semi-supervised learning While our paper focuses on
unlabeled image pre-training guided by descriptive anno-
tations like free-form text, it is adjacent and inspired by
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a longer line of semi-supervised approaches learning with
partially annotated class labels. Two techniques are com-
mon: combining a supervised classification loss with an
self-supervised objective on unlabeled data (Pathak et al.,
2016; Chen et al., 2020b; Zhai et al., 2019a; Xie et al.,
2019), and using the supervised dataset to create pseudo-
labels (Lee et al., 2013) for unlabeled images (Xie et al.,
2019; Pham et al., 2020). Both pseudo-labeling and our an-
notation bootstrapping generate target predictions using the
model’s outputs, but with one important difference: pseu-
dolabeling creates labels for a different student model for
the same image, while we use bootstrapping to synthesize
supervision for the same model, but a different image view.

3. Pre-Training by Annotation Bootstrapping
The core of our approach is to use semantic relationships
learned from weakly-labeled or curated unlabeled datasets
to define a learning problem over unlabeled images. We con-
nect unlabeled images to this signal through the bootstrap:
that our model’s predicted relationships on one image view
can serve as supervision to train the model on a different
view. By training to predict grounded semantic concepts,
we hope to be able to learn from broader uncurated datasets
containing useful visual training signals, but where oft-used
inductive biases like crop-consistency do not directly apply.

Pre-training consists of optimizing two threads in parallel:
a base loss that associates images to useful semantic con-
cepts (“annotations”), and a self-supervised “bootstrapping”
loss to teach models how to predict these relationships for
image views that are visually nearby the current one. These
two training objectives are synergistic: as a model learns
to associate one subview of an image with semantic con-
cepts, it creates a supervisory signal to improve the model’s
understanding of other parts of the same image.

3.1. Objective

We will define our self-supervised objective supported by
some loss that associates an image x with semantic concepts
ℓ, which we will refer to as annotations. For clarity of
exposition, we will assume that this loss is optimized by
sampling batches of image-annotation pairs (x, ℓ) ∼ Da

and performing noise-contrastive estimation:

maxE{(xi,ℓi)}n
i=1∼Da

[
∑
i

log
exp(f(xi, ℓi))∑
j exp(f(xi, ℓj)

], (1)

to estimate the conditional distribution p(ℓ|x).

This pattern encompasses many common self-supervised
or weakly-supervised learning algorithms of interest. For
instance, using text captions as annotations corresponds ex-
actly to the CLIP objective (Radford et al., 2021). Amongst
self-supervised methods, using an augmented crop of the

same image as annotation: ℓ = augment(randomcrop(x))
recovers the SimCLR objective.

While annotations may take significantly different forms,
e.g. text strings (CLIP) vs. corrupted views (SimCLR), what
they share in common is that annotations define a natural
space to describe and compare images. That is, instead of
directly predicting an image x, we may instead predict the
annotation distribution of the image p(ℓ|x), since two im-
ages with similar annotation distributions are notionally sim-
ilar. Compared to raw pixel prediction or crop-consistency,
which prioritize large visually prominent details and obscure
subtle semantics, prediction over annotation distributions
can capture details more uniformly despite their size.

With this in mind, we revisit the generic self-supervised
prediction objective used by generative methods: from a
partial image view x1 (for example, by cropping, masking,
or noising), we “reconstruct” the neighboring scene with
one twist: we do so in the space of annotations, not pixels.

To implement this, we sample a source partial view of an
image x1 by cropping the image to bounding box bb1, and
similarly a target view x2 with bounding box bb2. The
model is trained to predict the annotation distribution asso-
ciated with x2, given x1 and a description of where x2 is
relative to x1 (e.g. for crops, we may specify the coordinates
of bb2 in reference to bb1).

minDKL(p(ℓ|x2) ∥ pAB(ℓ|x1,bb1→2)) (2)

This objective trains the model to predict annotations associ-
ated with crops nearby the current image (e.g. questions of
the form “is there a dog to the right of the image?”, “if the
image is zoomed out, will there be a playground?”, etc.).

We can train this objective even though we have no ground-
truth annotations on unlabeled images or their crops. The
key to this is the bootstrap: that we can use the predictions of
our (currently training) model on x2 to synthesize a useful
target distribution for the same model for (x1,bb1→2).

We term this process annotation bootstrapping to be evoca-
tive of bootstrapping as it appears in reinforcement learning
(RL). In RL, value functions are often learned by supervis-
ing the value predictions of a state and action (s, a) with
the predicted value of the ensuing state s′. Our pre-training
may be interpreted similarly, as we learn about an image
view x1 and an “action” bb1→2 by supervising it to match
the annotation information from the ensuing image view x2.

3.2. Practical Implementation

We now describe a practical implementation that can be
used with any base loss that learns an annotation distribu-
tion p(ℓ|x) using Equation 3. For exposition, we will first
describe it with CLIP (where annotations are text captions),
and then describe the minor changes needed to extend it to
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Figure 2. Visualization of bootstrapping objective in our method
with a base CLIP loss. The model processes a crop of an image x1
and a set of tokens demarcating the target bounding box locations
(bb1→2,bb1→3, . . . ) using a standard encoder-decoder architec-
ture. The target supervision is created by running an EMA copy of
the model on the target views {x2, x3, . . . }.

self-supervised methods like SimCLR and DINO.

The base CLIP loss trains representations to maximize the
cosine similarity between paired images and captions, and
minimize those between all other pairs in the batch. The
image representation ϕ(x) consists of a Vision Transformer
(Dosovitskiy et al., 2020), pooled and projected to a shared
embedding space; the annotation representation ψ(ℓ) is sym-
metrically implemented (a Transformer, followed by pool-
ing and projection). Training with the InfoNCE objective,
for any image x and list of annotations {ℓi}ni=1, these repre-
sentations define a distribution over annotations:

pθ(ℓi|x) ∝ softmaxi

(
t ∗ ϕ(x)⊤ψ(ℓi)

)
(3)

where t is a learned scaling constant.

The bootstrapping objective, translated for the base CLIP
objective is – given a partial image view x1 and the relative
coordinates of a second view x2 – to predict the distribution
over captions associated with this other view x2. We mimic
the contrastive form of the base predictive distribution:

pAB(ℓi|x1,bb12) ∝ softmaxi

(
tAB ∗ ϕAB(x1,bb12)

⊤ψAB(ℓi)
)

(4)

The ”image-action” representation is implemented is a stan-
dard “S”-size Transformer decoder atop the CLIP image
backbone; it takes input a set of tokens describing the co-
ordinates of the desired view x2 and cross-attends to the
visual embeddings. The annotation representation ψAB(ℓ)
is an independent head atop the CLIP text backbone.

During training, we sample unlabeled image data and
generate n random crops of each image I: xi,bbi =
RandomCrop(I). We take a set of (unpaired) annotations

from the annotation dataset, and for any two views i, j,
we train to minimize the KL divergence between the base
estimated annotation distribution at xj and the model’s pre-
dictions from xi,bbi→j :

LAB = DKL(p
ema
base(ℓ|xj) ∥ pAB(ℓ|xi,bbi→j)) (5)

where the distributions are defined as in Equations 3 and
4. An important component to ensure the stability of this
objective is to use a lagging EMA average of model param-
eters when computing the target distribution, a well-known
deficiency for bootstrapping methods in reinforcement learn-
ing. Through token packing and batching, this loss can be
computed efficiently across all n2 pairs of views.

The implementation is summarized in Algo. 1 and Figure 2.
When annotations correspond to images (i.e. when the base
loss is SimCLR), we do not need a separate text encoder, and
instead use an independent head atop the image backbone to
represent ψAB(ℓi). When annotations belong to a discrete
set, (e.g. when the base loss is DINO or a classification task),
the annotation representation simplifies into an embedding
matrix. In Appendix A, we describe (with pseudocode)
the annotation and the image representations for the three
instantiations of annotation bootstrapping that we study in
our experiments: ABCLIP atop the CLIP loss, ABSimCLR atop
a SimCLR loss, and ABDINO atop a DINO loss.

3.3. Connections

Soft distillation and pseudo-labeling. The bootstrapping
objective, in form, resembles distillation objectives like
pseudo-labeling (Iscen et al., 2019; Yang et al., 2023), but
induces a very different effect. Distillation transfers knowl-
edge from one model pθ to another qθ about an image x;
annotation bootstrapping instead transfers knowledge from
one images x2 to another (x1,bb1→2), but for the same
model. This distinction is significant, as we are interested
in objectives that improve pre-training of the current model,
and not those requiring re-training new models from scratch.
Consistency via self-distillation. The bootstrapping objec-
tive also closely relates to self-supervised methods that opti-
mize for consistency via iterative self-distillation. Amongst
others, DINO (Caron et al., 2021) and SwAV (Caron et al.,
2020) also predict distributions over “prototypes” (cf. anno-
tations) associated with one crop x2 from a different crop
x1. However, DINO and SwAV seek invariancy, that all
crops of an image should emit the same distribution over
prototypes. In contrast, annotation bootstrapping optimizes
for equivariance; in Figure 2, the orange, blue, and red crops
should correspond to different annotation distributions since
they capture different semantic details (like the wedding
dress, or the shopping cart, or a man in the background);
bootstrapping enforces these be predictable from (not the
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Algorithm 1 Pseudocode for the bootstrapping objective (visualized in Figure 2)
# Inputs: `images': list of images, `annotations`: list of annotations
view1, bbox1 = RandomResizedCrop(images)
view2, bbox2 = RandomResizedCrop(images)

# First, we must compute our (EMA) model's distributions over annotations for view2
target_phi = ema_model.image_head(ema_model.image_backbone(view2))
target_psi = ema_model.annotation_head(ema_model.annotation_backbone(annotations))
target_logits = ema_model.t * target_phi @ target_psi.T

# The bootstrapping loss requires the model to predict these targets
# from view1 and the coordinates of view2
view_tokens = discretize(relative_bbox(bbox1, bbox2))
ab_phi = model.decoder(model.image_backbone(view1), view_tokens)
ab_psi = model.annotation_head(model.annotation_backbone(annotations))
logits = model.ab_t * ab_phi @ ab_psi.T

bootstrapping_loss = CrossEntropy(logits, softmax(target_logits))

same as) one another.

Also similar is I-JEPA (Assran et al., 2023); both make
predictions in a self-supervised manner about a target view
(specified by positional tokens) using an encoder-decoder
architecture. The objectives differ in three main ways: the
prediction of individual token embeddings for each patch
instead of a single pooled output, prediction with an L2 loss
in feature space versus a probability divergence between
the predicted and target annotation distributions, and most
importantly the use of targets generated from running the
model on the full image, not just the target view. In practice,
we find that our approach far exceeds the performance of
I-JEPA on these domains; we hypothesize that despite the
similarities in architecture and objective, the lack of ground-
ing of the I-JEPA targets makes the model more sensitive to
choices of crop, data distribution, and hyperparameters.

4. Experiments
We study the utility of using annotation bootstrapping to
pre-train on uncurated datasets of unlabeled images found
“in the wild”. Our study focuses on the following questions:

1. Can bootstrapping improve pre-training with different
base annotation losses like SimCLR, DINO, or CLIP?

2. How does bootstrapping compare to invariance-based
or pixel-predictive self-supervised objectives?

3. Can we bootstrap from a curated dataset to learn on a
different unlabeled dataset?

As we investigate these questions, we additionally probe the
training process to understand how annotation propagation
interfaces with the base loss, and the effect of various design
decisions in this process. Full experimental details about

the method, training, and evaluation are in Appendix B and
C. Example code is provided in the supplementary.

Training. We standardize training by running all methods
on all datasets using ViT-S/16 vision encoders (and S-sized
text encoders in the weakly labeled setting) for 800M seen
images (each view is counted separately). For ImageNet,
this corresponds to approximately 620 epochs of the dataset.
All models are trained with AdamW, weight decay, gradient
clipping, and using a cosine decay schedule – specific hy-
perparameters are taken from respective papers when they
are provided (see Table C in Appendix B for a full list).

We emphasize that our experimental goal is not to claim
state-of-the-art performance on standard unsupervised
benchmarks, but rather to evaluate annotation bootstrapping
on a wide set of domains and more carefully analyze boot-
strapping in annotation space, and how it relates to common
patterns like crop-consistency and pixel reconstruction.

Evaluation. To avoid overfitting to Imagenet probing perfor-
mance, we evaluate on a wider set of tasks using the probing
strategy introduced by Beyer et al. (2023). In this setup,
evaluation tasks (including classification, object detection,
visual question answering, captioning, etc) are cast as a se-
quential modeling problem, and learned using a lightweight
decoder that cross-attends with frozen ViT token embed-
dings. This solution allows us to evaluate a broader set of
downstream tasks under a unified interface.

4.1. Pre-training with a self-supervised base loss.

We first evaluate annotation bootstrapping in the fully-
unlabeled setting, where we bootstrap from a base SimCLR
loss (ABSimCLR) or DINO loss (ABDINO) to make predic-
tions in the induced space of image-image relationships.

When pre-training on unlabeled ImageNet images (Table
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Table 1. Bootstrapping annotations enables improvement over several weakly supervised and self-supervised base losses (ABCLIP over
CLIP, ABSimCLR over SimCLR, ABDINO over DINO) on CC-12M (Changpinyo et al., 2021), a weakly-curated web crawl dataset
with 8.7 million images. The gap is greatest for ABCLIP, where we find that it significantly outperforms other approaches combining
self-supervision with weak-supervision. *Avg. Cls averages the classification accuracy over the four benchmarks in Beyer et al. (2023):
Food101, Oxford IIIT Pets, Resics45, and Sun397.

PRETRAIN DATASET METHOD IMAGENET AVG CLS* CLEVR/DEPTH CLEVR/COUNT

MAE 60.1 74.5 81.4 88.5
I-JEPA 60.0 76.0 80.1 90.2

CC12M (No labels) SimCLR 64.9 74.3 78.3 87
ABSimCLR(Ours) 65.8+0.9 79.1+4.8 80.0+1.7 89.1+2.1

DINO 67.8 79.5 79.5 87.1
ABDINO(Ours) 68.7+0.9 80.1+0.6 82.1+2.6 89.4+2.3

CLIP 70.0 82.4 73.1 84
CC12M (w/ Captions) SLIP +SimCLR (Mu et al., 2021) 69.0 81.1 77.3 88.7

SiLC +DINO (Naeem et al., 2023) 71.0 83.6 73.9 86.6
ABCLIP 74.6+4.6 84.0+1.6 78.0+4.9 92.9+8.9

Figure 3. We compare decoupled training of ABDINO on ImageNet
and COCO or EpicKitchens to running DINO on a mixture for
p ∈ {0, 0.25, 0.5, 0.75, 1.0}. ABDINOoutperforms all the DINO
mixtures, indicating that bootstrapping leads to better performance
than self-supervised DINO on any combination of the two datasets.

4.1, additional probes in Table C), a standard well-curated
dataset, we find annotation bootstrapping to be synergistic
to the base SimCLR / DINO loss, improving performance
over running the base losses for a longer period of time.
Investigating different probes of the visual representation,
the improvement is greatest seen on probes that attend to
the encoded tokens (like MAP pooling or a larger decoder),
but not those that have been reduced to a single token (e.g.
by global average pooling). Perhaps unsurprisingly, we
find annotation bootstrapping learns better immediate rep-
resentations for MAE, a prototypical pixel reconstructive
approach), and iJEPA, an example of the bootstrapping ob-
jective without semantic grounding. We find these trends to
also hold when training fully self-supervised using images
from CC-12M (Table 1, a larger and less curated dataset
of web-crawl images common for vision-language training
(Changpinyo et al., 2021).

We find that crop-consistency methods significantly degrade
when they are pre-trained them on scene datasets, specifi-

METHOD LINEAR MAP DECODER

MAE 55.0 60.5 65.0
I-JEPA 58.5 61.5 64.5

ImageNet SimCLR 67.0 68.7 70.0
(No Labels) ABSimCLR 66.0 69.6 71.0

DINO 68.5 70.0 72.2
ABDINO 68.0 71.5 73.6

Table 2. Bootstrapping a self-supervised loss learns better repre-
sentations than training with the base loss alone on unlabeled
ImageNet images, especially for probes that attend to tokens like
Multihead Attention Pooling or a Transformer decoder probe.

cally on COCO (Lin et al., 2014) and Epic-Kitchens (Damen
et al., 2020), treating video data as individual frames fol-
lowing (Venkataramanan et al., 2024). These datasets are a
poor fit for the inductive bias underlying consistency meth-
ods, not being object-centric, and instead containing many
(small) objects, and crop-consistency methods like DINO
and SimCLR learn significantly degraded representations
relative to more generic methods like MAE (Table 3). On
these domains, we find that annotation bootstrapping greatly
increases over only running the base loss. However, it is
equal or slightly worse than MAE across the board, indicat-
ing that while bootstrapping can improve features, it cannot
significantly improve upon a base loss whose features do
not capture semantic details well.

We test the ability of annotation bootstrapping to decouple
the annotation and bootstrapping data distributions, since
in theory the former loss may be optimized with a curated
dataset to specify semantics, and learning only by bootstrap-
ping on our target unlabeled images. In Table 3, below the
line, we find that this decoupled approach leads to signif-
icantly better performance for in-domain tasks like object
recognition, localization, and action recognition. We ana-
lyze this more carefully by sweeping a base DINO algorithm
with 5 different data mixture ratios between Imagenet and {
Coco, EpicKitchens }. Our results in Figure 3, indicate that
annotation bootstrapping learns representations beyond the

6



330
331
332
333
334
335
336
337
338
339
340
341
342
343
344
345
346
347
348
349
350
351
352
353
354
355
356
357
358
359
360
361
362
363
364
365
366
367
368
369
370
371
372
373
374
375
376
377
378
379
380
381
382
383
384

Annotation Bootstrapping: A Self-Reinforcing Approach to Visual Pre-Training

Table 3. COCO (Lin et al., 2014) and EpicKitchens (Damen et al.,
2020) have different visual semantics from object-centric datasets
like ImageNet, causing significant degradation to invariance-based
self-supervised methods like SimCLR and DINO. ABSimCLRand
ABDINOcan alleviate these deficiencies. Exploiting the decoupled
nature of ABSimCLRand ABDINO, we show how pre-training can be
improved by learning base features on ImageNet, and bootstrap-
ping learned annotations to COCO and EpicKitchens.

METHOD
IMAGENET

CLS.

COCO
OBJECT

DETECTION

COCO
OBJECT

CLS.

MAE 62.3 0.31 76.5
I-JEPA 43.0 0.21 62.5

COCO SimCLR 56.2 0.24 70.4
ABSimCLR 60.2+4.0 0.26+0.02 72.3+1.9

DINO 56.1 0.24 70.5
ABDINO 59.7+3.6 0.27+0.03 72.6+2.1

COCO + ABSimCLR 68.3 0.31 79.2
ImageNet ABDINO 65.0 0.31 78.6

METHOD
IMAGENET

CLS.

EK
ACTION
RECOG.

EK
OBJECT
DETECT.

EK
OBJECT

CLS

MAE 43.5 20.8 0.387 44.3
I-JEPA 38.7 18.5 80.1 39.5

Epic SimCLR 48.1 20.3 0.299 44.3
Kitchens ABSimCLR 50.6+2.5 22.1+1.8 0.354+0.055 44.5+0.2

DINO 43.4 18.9 0.295 39.6
ABDINO 47.1+3.7 19.8+0.9 0.328+0.033 42.5+2.9

EK + ABSimCLR 68.5 23.7 0.389 47.3
ImageNet ABDINO 63.0 22.9 0.371 47.7

Pareto frontier generated by only running DINO.

Pre-training with a weakly-supervised base loss. We
next turn to evaluating annotation propagation in the weakly
labeled setting, when the annotations are tokenized strings
of text. Recall that in this setting, our approach learns by
associating text from images using a base CLIP loss, and
bootstrapping by making predictions about the image-text
relationships of other crops of an unlabeled image.

On CC12M (Table 1, bottom), we see that weakly super-
vised methods across the board outperform their unsuper-
vised equivalents; this matches empirical evidence that con-
trastive language-text methods are more capable of training
on lower-quality image data. As discussed by Naeem et al.
(2023), we find that combining CLIP with a self-supervised
objective like DINO (SiLC) or SimCLR (SLIP) primar-
ily improves fine-grained reasoning on the ClevR bench-
mark tasks, with only marginal improvement on downstream
classification tasks. In contrast, annotation bootstrapping
obtains much stronger performance relative to these other
approaches on classification and segmentation metrics we
evaluated, in particular improving by 4.6% on downstream
ImageNet probing performance over the base CLIP represen-
tations. We hypothesize that since annotation propagation
learns by making predictions about text distributions asso-
ciated with other crops of an image, it learns features that

Table 4. Combining weakly-labeled supervision with standard self-
supervised objectives on COCO degrades performance. ABCLIP is
the only method that improves over base CLIP training

TYPE OF ANNOTATIONS METHOD OBJECT CLS DETECTION

CLIP 25.4 71.9
COCO SLIP 25.8 75.1

Captions SILC 21.8 71.2
ABCLIP 29.7 76.7

CLIP 31.6 76.4
Bounding SLIP 28.3 76.3

Boxes SILC 29.2 76.4
ABCLIP 34.9 82.5

Figure 4. (left) Controlling the difficulty of the bootstrapping pre-
diction problem, we find performance to degrade as the overlap
source and target crop grows. (right). Accuracy of annotation
decoder in training; the model quickly plateaus to predict nearby
crops, but does keeps learning about further crops through training.

are better aligned with the CLIP objective, whereas SLIP
and SILC losses may act more orthogonally to the CLIP
representation.

We test this hypothesis by comparing different weakly-
supervised methods for pre-training on COCO in Table
4, a dataset where we found crop-consistency methods to
struggle. We source text descriptions of these images from
two annotation sources: captions (Karpathy & Li, 2015) and
bounding box descriptions (Lin et al., 2014), both directly
present inthe COCO dataset.

In this setting, we notice that ABCLIP is the only method that
improves over CLIP, while both SLIP and SiLC counterin-
tuitively decrease in performance. Our findings support the
hypothesis of Weers et al. (2023), that invariance-based ob-
jectives are not necessarily additive upon weakly supervised
learning, but instead move the model towards an invariant
solution. When crop-consistency matches the inductive bi-
ases of the data, adding self-supervision leads to improved
performance, but otherwise may degrade performance. In
contrast, annotation bootstrapping seems to improve perfor-
mance over the base CLIP loss, even when inductive biases
like consistency do not fit the unlabeled data.
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ABLATION
IMAGENET

PERFORMANCE

ABSimCLR 63.0
Adding augmentations 62.5 −0.5

Removing action tokens 60.8 −2.2

No propagation loss 59.4 −3.6

No target network 59.4 −3.6

No annotation loss 39.0 −24.0

Table 5. Ablating different components of ABSimCLRon CC12M.

4.2. Analysis

We now investigate the learning process of annotation boot-
strapping, to understand various design decisions in the
method, and how the loss evolves through training. These
ablatory experiments are run using a budget of 400M views.

How well is the bootstrapping objective optimized through
training? In Figure 3 (right), we plot the prediction accuracy
for the bootstrapping objective throughout the course of
training, clustering by how far the target prediction box
is in terms of IoU. Notice that prediction errors increase
initially in training as the annotation head is first learned,
but decreases uniformly through training. We note that the
prediction problem is more challenging for ABCLIPthan for
ABDINO, reflecting the fact that the base DINO objective
is jointly trying to make the predictive distribution more
similar across different crops, while CLIP learns a fixed and
grounded annotation space.

How does the choice of crops affect the quality of boot-
strapping? We next investigate how the choice of bounding
boxes affects the performance of the algorithm, by sampling
source and target bounding boxes that are closer (or further)
apart while keeping the marginal distribution over bounding
boxes fixed. In Figure 3, we see that performance increases
steadily as the average IoU between the source and target
distributions is decreased, meaning that we are makin pre-
dictions about image crops that are “further away” from our
current view. Combined with Figure 3, these results reflect
the folk wisdom that training on the most difficult examples
offers the most useful learning signal.

What components of annotation bootstrapping most affect
downstream performance?

We ablate different components of the method in Table 4.2.
As with other bootstrapping and self-distillation methods,
we find that removing the EMA network nullifies all per-
formance gains from the bootstrapping objective. Similarly,
removing the base loss, which grounds annotation distri-
butions in a semantically meaningful space, significantly
degrades performance. We also perform an ablation replac-
ing the bounding box description tokens with empty mask
tokens, thereby forcing the model to predict the average

annotation distribution across different crops. Doing so
turns the bootstrapping objective from one of equivariance
to invariance, since all crops are trained to match the same
average distribution. In our ablation, we find this invariance
to be far this reduces the effectiveness of the propagation
objective. Perhaps surprisingly, we see that adding image
augmentations to either the source or target views actually
hurts performance.

The general heuristic appears to be that one should select
challenging target images as possible, without introducing
any additional stochasticity into the prediction targets (e.g
by adding image augmentations or removing action tokens).

5. Discussion
Our paper introduced annotation bootstrapping, a self-
reinforcing approach to pre-training visual representations
using unlabeled data. Our method learns by predicting the
annotations associated with various sub-crops of an image;.
Two qualities make annotation bootstrapping particularly
interesting: first, that it cleanly partitions the pre-training
process into the specification of image semantics and boot-
strapping, allowing us to learn useful details using curated
or labeled datasets, while still being able to pre-train on
unlabeled images that do not have the same inductive biases
as the curated data. As we saw across a number of datasets,
annotation propagation learns useful semantic representa-
tions beyond those that are learned from common objectives
like pixel prediction, CLIP, or models that learn invariances
to crops and augmentations.

Our approach is not without limitation; relative to the scale
that current CLIP models are being trained on, we were
only able to train on relatively small datasets (CC12M only
has 8 million images) and with relatively small networks
(ViT-S), and at limited training durations. Some of the con-
clusions in our paper may weaken at larger scales. Second,
while the bootstrapping objective does reduce the depen-
dency on inductive biases compared to invariance-based or
pixel-predictive approaches, the choice of crops seems to
still affect the quality of learned representations. There are
are many avenues of further research: how these objectives
behave at scale, whether we can use hard-mining or large
batch sizes to amplify the signal from the bootstrapping
objective, or even whether we we may form an autoregres-
sive version of bootstrapping that makes pre-training look
like self-supervised VQA. Our work takes a step towards
understanding how we may pre-train on visual data in a
self-sufficient bootstrapped manner using vast swaths of
unlabeled data. Already at the larger scales of model pre-
training today, we are beginning to see methods consume
most easily-accessible weakly-labeled data. We must soon
answer the question: how will we improve our models when
the labeled data runs out?
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Impact Statement
The goal of our work is to advance visual pre-training meth-
ods capable of ingesting broader uncurated image datasets.
Our own contributions are on well-studied and regulated
datasets, but we stress that training on large uncurated
scrapes of data has the potential for violation of privacy,
safety, and perpetuation of biases that may be present on
the web. We encourage the community to be careful and
cautious of attempts to pre-train these methods at the largest
scales, and to carefully analyze the qualia of the pre-trained
models before deployment or fine-tuning to real settings.
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Figure 5. Visualizations of Annotation Bootstrapping for different base learning algorithms, ABCLIP, ABSimCLR, ABDINO. The model
architectures are near identical on the visual side: a ViT vision encoder, with a head for the base loss, and a Decoder transformer to predict
the annotations associated with other bounding boxes. What differs between the implementations is how annotations are embedded. In
CLIP, they are embedded by a separate text encoder; in SimCLR, they are embedded by the same vision backbone; in DINO, they form an
embedding matrix. All methods train with the recipe in Algorithm 2.

A. Annotation Bootstrapping Details

Algorithm 2 General Annotation Bootstrapping Pseudocode

def loss(annotation_batch, bootstrap_batch, model, ema_model):
logits = model(annotation_batch['image'], annotation_batch['text'])
# The annotation loss (CLIP here) associates images and annotations
# Replace with SimCLR loss or DINO loss for the appropriate variants
annotation_loss = CrossEntropy(logits, eye(B_a)) + CrossEntropy(logits.T, eye(B_a))

# The bootstrapping loss uses view1 to predict annotations associated with view2
view1, bbox1 = RandomResizedCrop(bootstrap_batch['image'])
view2, bbox2 = RandomResizedCrop(bootstrap_batch['image'])
target_logits = ema_model(view2, annotations) # B_b x B_a

# The model is given view1 and the coordinates of view2 wrt view1
view_tokens = discretize(relative_bbox(bbox1, bbox2))
logits = model(view1, annotation_batch['text'], target_view=view_tokens) # B_b x B_a

bootstrapping_loss = CrossEntropy(logits, softmax(target_logits))

return annotation_loss + bootstrapping_loss

B. Training Details
Models. We implement our models and baselines in Jax, using the bigvision repository (Beyer et al., 2022) implementa-
tion of all transformer components, such as the vision encoder, the text encoder for CLIP, and the annotation decoder that
predicts latent representations from encoded imge tokens and bounding box tokens. We were unable to replicate the results
from I-JEPA in our internal codebase, so we train this baseline directly using the publicly available code. In Table C, we
provide the hyperparameters for all evaluated methods; we obtained hyperparameters from the official code-bases whenever
possible; for CLIP, we adopt hyperparameters from Fini et al. (2023), who tune the hyperparameters of CLIP for CC-12M
scale training.

Datasets. We evaluate on four datasets representative of the many types of unlabelled images typically available: Imagenet
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(Russakovsky et al., 2014), a well-curated, balanced, and image-centric benchmark heavily used by prior work; CC12M
(Changpinyo et al., 2021), a dataset of captioned images used for vision-language pre-training that is relatively uncurated
and contains a wider range of concepts than Imagenet; COCO (Lin et al., 2014) a dataset of scenes each containing many
(potentially small) objects, and Epic-Kitchens (Damen et al., 2020), a video dataset containing many real-world scenes
in homes. Note that CC12M is a dataset of links, so links deteriorate due to rot and redirects; the version we collected
(Beaumont, 2021) has 8.7 million images.

C. Evaluation
We use the multi-task decoder-based probe from Beyer et al. (2023) for the evaluations in this paper. The probe is defined
as a 4-layer transformer decoder with an autoregressive decoding pattern that attends to the final outputs of the Vision
Transformer through cross-attention. We choose this architecture so that we can do all of our probing tasks, whether image
recognition or bounding box prediction, or classification of the object in a bounding box using a unified framework; this
also represents (albeit to a much smaller scale) how vision transformers are being used in VLM models. We adopt all
hyperparameters for training this model from Beyer et al. (2023).

When pre-training on Imagenet and CC12M, we probe the model on ImageNet, the Clevr/{Count, Distance} tasks from
Zhai et al. (2019b), and then on four tasks used by Beyer et al. (2023): Food101, Oxford IIIT Pets, Resics45, and Sun397.

When pre-training on COCO, we evaluate on small object classification (in which the model is provided the coordinates of a
bounding box, and asked to predict the identity of the object within that bounding box), and the corresponding detection task
(in which the model must simply identify all bounding boxes corresponding to relevant objects in a scene).

When pre-training on EpicKitchens, we probe the model also on object classification (predicting the label of an object
given its bounding box) and object detection (predicting bounding boxes), which we source from the ViSOR annotation set
(Darkhalil et al., 2022). We also probe the model’s ability to predict the action a human is taking given one frame of context.
This problem is not exactly solvable from one frame of context, but the relative performance differences between methods
nonetheless informs the quality of the learned representations.

Table 6. Downstream classification metrics beyond ImageNet accuracy when pre-training fully unlabelled on ImageNet/ *Avg. Cls
averages the classification accuracy over the four benchmarks in Beyer et al. (2023): Food101, Oxford IIIT Pets, Resics45, and Sun397.
PRETRAIN DATASET METHOD IMAGENET AVG CLS* CLEVR/DEPTH CLEVR/COUNT

SimCLR 70.0 80.1 76.9 86.0
ImageNet DINO 72.2 82.8 80.0 88.1
(No Labels) MAE 65.0 77.7 81.7 88.6

I-JEPA 64.5 79.0 81.0 88.8
ABDINO 73.6 83.7 81.4 89.3
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